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#### Abstract

This paper deals with one of the most difficult sequencing problems，m－machines $n$－jobs flow shop scheduling problems． Conventional methods adopted in previous studies include the Monte Carlo method by sampling or the simulation method in which the target or evaluation standard is determined and some machining priority rules are used．In this paper，we employed the Monte Carlo method．Sampled＂job execution sequence＂is arranged in ascending order of the total elapsed time，and the features obtained from the top＂job execution sequence＂are reported．In addition，we investigated the relationship between the operating time of each machine on each job and optimum solutions．Specifically，a simple setting with same operating time for each machine was used as a baseline，and then cases where the operating times were changed stepwise were considered to show these changes lead to a proportional rise in difficulty in finding an optimum solution．These results can significantly con－ tribute to a more efficient determination of optimum or quasi－optimum solutions．
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## 1．Introduction

The production system can be categorized into two groups：one is to minimize the total cost by finding the opti－ mum number of machines such as a meeting problem，and the other is to minimize the total elapsed time until all jobs are completed by finding the optimum machining（job）se－ quence．The former addresses problems related to the wait－ ing time of both arriving customers（jobs）and the windows （machines），and the waiting time and the number of waiting lots are stochastically studied by increasing or decreasing the number of machines．However，companies are required to make the best use of the machines＇capabilities without changing the number of machines as much as possible． To meet these operational requirements，the latter aims to minimize the total elapsed time by fixing some machines to the current state and managing the processing sequence of arriving lots and waiting lots．These are problems of deter－ mining the machining（job）sequence so as to increase the operating time of each machine or minimize the related cost． This is called the sequencing theory（Ibaraki et al．，2011；Mo－ hammed，2016；Sakuraba，2010）．The issues dealt with in this paper fall into the latter category of sequencing problems

The sequencing problem is a common problem at manu－ facturing sites，especially in machine assembly factories and semi－process factories．In the＂$m$－machine $n$－job＂sequencing problem，there are $n$ types of jobs executed by using m－ma－ chines．The aim is to find the order of job execution of each machine to minimize the total elapsed time when either（1）
the job order can be changed for each machine，or（2）the machine usage order of each job is the same．The former case is called the job－shop scheduling problem（Hino，2017），and the latter is called the flow－shop scheduling problem，where various models are proposed（Imaizumi，2000）

In this paper，we focus on the flow shop scheduling prob－ lem whose solutions can be divided into following two cat－ egories：
－Optimum solution based on the branch－and－bound algo－ rithm
－Approximate solution method

There are many studies on optimum solutions，many of which are introduced in Baker（1975）and Cariler and Rebai （1996）．Among them，an efficient algorithm called Johnson＇s rule（Johnson，1954；Johnson＇s rule，2021）that finds the op－ timum solution（execution order of job to minimize the total elapsed time）of 2－machines n－jobs type is famous．be．As for 3－machines n－jobs problems，Johnson＇s rule can be used only when certain conditions are satisfied，in which case the opti－ mum solution can be efficiently obtained（Moriya，1973）．For other m－machine $n$－job problems，NP－hard occurs and there is no algorithm that efficiently finds the optimum solution （Ibaraki，1994）．Therefore，to find the optimum solution for these problems，the complete enumeration method where all the solutions are calculated to find the best one is applied， which requires a huge amount of time．

In this research，the number of possible＂job execution sequence＂is $n!$ and the optimum solution is the job execu－ tion sequence that minimizes the total elapsed time．The total elapsed time can be calculated using the Gantt chart

Union Press
(2021) once the job execution sequence is determined. The time complexity required for creating the chart is $O(n \cdot m)$. Therefore, the time complexity required to find the optimum solution by the complete enumeration method is $\mathrm{O}(n!\cdot N \cdot m)$. In the approximate solution method, there are a Monte Carlo method by sampling and a simulation method in which a target or an evaluation standard is set and some machining priority rules are used (Moriya, 1973).

The purpose of this paper is to find the optimum or semioptimum solution in a short time within the permissible range. The method used is to determine the number of samples from the permissible time range, arrange the "job execution sequence" sampled using the Monte Carlo method in ascending order of total elapsed time, and select the upper ranked "job execution sequence". In addition, by summarizing the characteristics of the experimental results obtained from the upper "job execution sequence", new findings for obtaining the optimum or quasi-optimum solution in the permissible time range are shown. Furthermore, a simple setting with same operating time for each machine is used as a baseline, and then cases where the operating times are changed stepwise are considered to show these changes lead to a proportional rise in difficulty in finding an optimum solution.

## 2. Proposed method

The problem addressed in this paper is the $m$-machines $n$-jobs problem, assuming the sequence of job for each machine is same. The Monte Carlo method by sampling is used. The "job execution sequence" are sampled and arranged in ascending order of the total elapsed time to obtain features of the upper "job execution sequence". Samplings are conducted so that the "job execution sequence" of the top $5 \%$, $10 \%, 15 \%, \cdots, 30 \%$, arranged in ascending order based on the total elapsed time, are included with a $95 \%$ probability.

### 2.1 Outline of proposed method

The Monte Carlo method by importance sampling is applied. The "job execution sequence" is randomly selected and repeated several times to obtain the "job execution sequence" of $t$ routes. The "job execution sequence" of the top $r$ routes ( $r$ $<t$ ), arranged in ascending order of the total elapsed time, is extracted.

The method of randomly selecting the "job execution sequence" is as follows:

As an initial value, $1,2, \cdots, n$ are input respectively into $A(1)$, $A(2), \cdots, A(n)$. The result goes into $B(1), B(2), \cdots, B(n)$. INT $(X)$ is a function that truncates the decimal point of $X$. RND (1) is a real random number between 0 and $1(0<\operatorname{RND}(1)<1)$.

```
For i=1 to n
    A(i)=i
```

Next $i$
For $i=n$ to 1 step -1
$t=\operatorname{INT}($ RND $(1) \times i)+1$
$B(i)=A(t)$
$A(t)=A(i)$
Next $i$

### 2.2 Example 1

The number of execution sequence of $n$-jobs is $n!$ routes. How many samples ( $k$ ) are required to ensure that the execution sequence of a certain job is within the top $P(\times 100)$ $\%$ with a probability of $a(\times 100) \%$ or higher, when the sequences are arranged in ascending order of the total elapsed time until n-jobs completion?

Since the probability that one sample falls within $P(\times 100)$ \% is $P$, the probability that one sample does not fall within $P$ is $1-P$. The probability that the number of samples $k$ does not fall within $P(\times 100) \%$ is $(1-P)^{k}$ and the probability that at least one of $k$ falls within $P$ is $1-(1-P)^{k}$. Since this probability should be set to a or more,
$1-(1-P)^{k} \geqq a$
$1-a \geqq(1-P)^{k}$
$\log (1-a) \geqq k \log (1-P)$
$k \geqq \log (1-a) \div \log (1-P)$

For example, to find $k$ with a $95 \%$ probability of being in the top $10 \%, a=0.95$ and $P=0.1$ are input to Equation (1) to yield 28.3 . Hence the necessary number of samples is 29 or more.

## 3. Experiments

### 3.1 Experiment 1

The accuracy of the uniform random numbers used in this paper was confirmed by the following experiments.

### 3.1.1 Experiment 1 (a)

As a first step, 1000 sets of the execution sequence of 10 jobs $J_{1}, J_{2}, \cdots, J_{10}$ were generated by using the uniform random numbers and the average rank of each job $J_{i}$ was calculated.

### 3.1.2 Results

The results in Table 1 show that the sequence of job execution is different in each set. $A_{i j}$, the theoretical value of the average ranking of each job $J_{i}$, can be calculated as follows:

$$
\begin{aligned}
A_{i} & =\Sigma_{i} / 10 \\
& =(1+2+\cdots+10) \div 10 \\
& =5.5
\end{aligned}
$$

The value of $A_{i}$ and the actual average ranking of each job

Table 1：Execution sequence of each job

| No． | $J_{1}$ | $J_{2}$ | $J_{3}$ | $J_{4}$ | $J_{5}$ | $J_{6}$ | $J_{7}$ | $J_{8}$ | $J_{9}$ | $J_{10}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 8 | 2 | 6 | 7 | 3 | 10 | 5 | 9 | 1 | 4 |
| 2 | 6 | 1 | 3 | 2 | 7 | 9 | 5 | 4 | 8 | 10 |
| 3 | 6 | 7 | 1 | 8 | 10 | 5 | 4 | 9 | 2 | 3 |
| 4 | 1 | 8 | 9 | 2 | 5 | 10 | 3 | 7 | 4 | 6 |
| 5 | 1 | 2 | 7 | 5 | 9 | 10 | 8 | 6 | 4 | 3 |
| 6 | 3 | 1 | 10 | 5 | 7 | 8 | 6 | 4 | 9 | 2 |
| 7 | 3 | 7 | 8 | 2 | 9 | 6 | 1 | 4 | 10 | 5 |
| 8 | 2 | 4 | 7 | 5 | 10 | 1 | 8 | 9 | 3 | 6 |
| 9 | 9 | 8 | 5 | 3 | 7 | 4 | 10 | 6 | 2 | 1 |
| 10 | 9 | 2 | 4 | 10 | 1 | 5 | 6 | 3 | 8 | 7 |
| 11 | 6 | 2 | 3 | 8 | 10 | 9 | 4 | 1 | 5 | 7 |
| 12 | 3 | 4 | 8 | 9 | 1 | 6 | 2 | 5 | 7 | 10 |
| 13 | 5 | 7 | 10 | 1 | 4 | 9 | 3 | 6 | 8 | 2 |
| 14 | 1 | 6 | 8 | 10 | 5 | 4 | 7 | 3 | 2 | 9 |
| 15 | 10 | 3 | 1 | 7 | 9 | 5 | 2 | 6 | 4 | 8 |
| 16 | 8 | 6 | 1 | 2 | 4 | 3 | 9 | 10 | 5 | 7 |
| ！ | \％ |  | ！ |  |  |  | ！ | \％ | － |  |
| 991 | 9 | 1 | 5 | 4 | 8 | 7 | 10 | 2 | 3 | 6 |
| 992 | 2 | 9 | 4 | 3 | 7 | 10 | 8 | 1 | 5 | 6 |
| 993 | 2 | 3 | 7 | 1 | 8 | 5 |  | 9 | 6 | 10 |
| 994 | 8 | 10 | 9 | 5 | 1 | 2 | 3 | 4 | 7 | 6 |
| 995 | 4 | 5 | 6 | 3 | 7 | 8 | 10 | 2 | 1 | 9 |
| 996 | 1 | 4 | 2 | 8 | 9 | 6 | 5 | 7 | 10 | 3 |
| 997 | 1 | 4 | 8 | 7 | 2 | 9 | 5 | 10 | 3 | 6 |
| 998 | 8 | 3 | 4 | 7 | 2 | 10 | 6 | 5 | 9 | 1 |
| 999 | 9 | 8 | 2 | 7 | 4 | 6 | 5 | 10 | 1 | 3 |
| 1000 | 1 | 3 | 7 | 5 | 6 | 4 | 9 | 8 | 2 | 10 |
| Total | 5470 | 5523 | 5527 | 5394 | 5563 | 5509 | 5471 | 5484 | 5437 | 5622 |
| Average | 5.47 | 5.52 | 5.53 | 5.39 | 5.56 | 5.51 | 5.47 | 5.48 | 5.44 | 5.62 |

$J_{i}=5.62$ ，as shown in Table 1，are almost identical．

## 3．1．3 Experiment 1 （b）

In the next step，the frequency of the sequence of execu－ tion of each job in Table 1 was obtained to check even dis－ persions of the sequence of execution of each job．

## 3．1．4 Results

The results in Table 2 show that the sequence of execution of each job is dispersed around 100 times，with infrequent outlying cases such as 73 and 127 times．

The results of Experiments 1 （a）and（b）suggest the accu－ racy of the uniform random numbers used in this paper．

## 3．2 Experiment 2

2－machines 10－jobs problem was addressed in the experi－
ment．Samplings containing with a $95 \%$ probability the＂job execution sequence＂of the top $5 \%, 10 \%, 15 \%, \cdots, 30 \%$ ，ar－ ranged in ascending order based on the total elapsed time were used．The operating time of each machine on each job was set to two digits（uniform random numbers）and the same data was used repeatedly in each experiment session．

## 3．2．1 Results

Table 3 shows the operating time of each machine on each job．From Equation（1）， 59 samples are required to ensure that the＂job execution sequence＂in the top $5 \%$ is included in the sample with a probability of $95 \%$ ．Table 4 partially shows the ＂job execution sequence＂when the total elapsed time is ar－ ranged in ascending order．Table 5 shows the main results of Experiment 2.
A calculation of the optimum execution sequence of job

Table 2: Frequency of execution sequence of each job

| Order | $J_{1}$ | $J_{2}$ | $J_{3}$ | $J_{4}$ | $J_{5}$ | $J_{6}$ | $J_{7}$ | $J_{8}$ | $J_{9}$ | $J_{10}$ | Total |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 104 | 98 | 102 | 104 | 93 | 108 | 91 | 100 | 102 | 98 | 1000 |
| 2 | 101 | 106 | 96 | 94 | 91 | 91 | 108 | 121 | 99 | 93 | 1000 |
| 3 | 102 | 97 | 95 | 91 | 103 | 107 | 107 | 103 | 98 | 97 | 1000 |
| 4 | 97 | 104 | 118 | 101 | 91 | 102 | 112 | 93 | 84 | 98 | 1000 |
| 5 | 102 | 102 | 94 | 107 | 82 | 88 | 109 | 106 | 102 | 108 | 1000 |
| 6 | 96 | 107 | 95 | 107 | 105 | 99 | 91 | 86 | 98 | 116 | 1000 |
| 7 | 97 | 90 | 109 | 100 | 107 | 106 | 98 | 112 | 96 | 85 | 1000 |
| 8 | 107 | 99 | 88 | 103 | 112 | 98 | 91 | 103 | 96 | 103 | 1000 |
| 9 | 112 | 104 | 92 | 95 | 113 | 91 | 92 | 103 | 98 | 100 | 1000 |
| 10 | 82 | 93 | 111 | 98 | 103 | 110 | 101 | 73 | 127 | 102 | 1000 |
| Total | 1000 | 1000 | 1000 | 1000 | 1000 | 1000 | 1000 | 1000 | 1000 | 1000 | --- |

Table 3: Operating hours of each machine (in two digits)

| Job number | Machine $A$ | Machine B |
| :---: | :---: | :---: |
| $J_{1}$ | 63 | 59 |
| $J_{2}$ | 68 | 48 |
| $J_{3}$ | 11 | 41 |
| $J_{4}$ | 45 | 80 |
| $J_{5}$ | 75 | 65 |
| $J_{6}$ | 13 | 62 |
| $J_{7}$ | 50 | 43 |
| $J_{8}$ | 26 | 81 |
| $J_{9}$ | 23 | 89 |
| $J_{10}$ | 48 | 69 |

by Johnson's rule is $J_{3}, J_{61}, J_{9,}, J_{8,}, J_{4}, J_{10}, J_{5}, J_{1}, J_{2}, J_{7}$, with the minimum total elapsed time of 648. Two cases in Table 4 have this minimum time, showing two optimum solutions exist in the experiment. The possible "job execution sequence" is $10!=$ $3,628,800$ cases since the number of the job is 10 . Johnson's rule and Table 4 shows 2 out of 59 cases are optimum solutions. Hence, proportional calculation of these findings yields

Table 4: Sample data containing top $5 \%$ "job execution sequence" with $95 \%$ probability

| Rank | Machine A | Time |
| :---: | :---: | :---: |
| 1 | $J_{31}, J_{61} J_{2,}, J_{7}, J_{4}, J_{51} J_{81}, J_{10,} J_{99} J_{1}$ | 648 |
| 2 | $J_{31}, J_{61} J_{51}, J_{1}, J_{4,}, J_{81} J_{10,} J_{21} J_{71}, J_{9}$ | 648 |
| 3 | $J_{61}, J_{4}, J_{10}, J_{5,}, J_{9,}, J_{3}, J_{2}, J_{1}, J_{8,}, J_{7}$ | 650 |
| 4 | $J_{61}, J_{91}, J_{10}, J_{2,}, J_{3,}, J_{4}, J_{11}, J_{5,}, J_{81}, J_{7}$ | 650 |
| 5 | $J_{61} J_{91} J_{3,}, J_{4}, J_{2}, J_{11}, J_{51}, J_{101}, J_{71} J_{8}$ | 650 |
| 6 | $J_{61} J_{11}, J_{31}, J_{8}, J_{7,}, J_{21}, J_{9,}, J_{41}, J_{10}, J_{5}$ | 651 |
|  | : | ! |
| 59 | $J_{2,}, J_{71}, J_{1,}, J_{3,}, J_{10,}, J_{6,}, J_{4,}, J_{5,} J_{9,} J_{8}$ | 727 |

123,010 cases of optimum solutions out of possible cases of $3,628,800$.
$3,628,800: x=59: 2$. So $x=3,628,800 \times 2 \div 59=123,010$.

Table 5 shows the optimum solutions were included in the samples of the top $5 \%, 20 \%$, and $30 \%$ cases. This dispersion can be interpreted that the optimum solutions are included

Table 5: The result of sample data with 2-digit machine operating time and same date in 2-machines 10-jobs problem (probability = $95 \%$ )

| Top | $5 \%$ | $10 \%$ | $15 \%$ | $20 \%$ | $25 \%$ | $30 \%$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Number of samples | 59 | 29 | 19 | 14 | 11 | 9 |
| Time range |  |  |  |  |  |  |
| Optimum TET |  |  |  |  |  |  |
| Number of Optimum TET | 2 | 0 | 0 | 2 | 0 | 1 |
| TET (minimum) | $\underline{648}$ | 650 | 650 | $\underline{648}$ | 650 | $\underline{648}$ |
| TET (average) | 684 | 682 | 679 | 672 | 681 | 676 |
| TET (maximum) | 727 | 720 | 719 | 716 | 712 | 712 |

Notes: TET = Total Elapsed Time. Underlined number signifies the optimum total elapsed time.
in every combination with sufficiently high probability．Of course，since the number of samples are shown to decrease from top $5 \%$ to $30 \%$ ，the probability for the optimum solu－ tions to be included becomes smaller accordingly．

## 3．3 Experiment 3

To show that the results in Table 5 are not due to the speci－ ficity of the data in Table 3，the experiment was conducted in which the operating time of each machine on each job was set to two digits（uniform random numbers）and the data was changed each time．

## 3．3．1 Results

Table 6 shows the experimental results．In all cases，the sample data contains an optimum solution or a quasi－opti－ mum solution（a value close to the optimum solution）．This result is compatible with the result of Experiment 2 shown in Table 5．Therefore，the specificity of the data does not deter－ mine the results of the Experiments 2 and 3.

## 3．4 Experiment 4

In Experiments 2 and 3，the operating time of each ma－ chine on each job was set to 2 digits．In order to investigate the effect of this setting on the results，another experiment

Table 7：Operating hours of each machine（in three digit）

| Job number | Machine $A$ | Machine B |
| :---: | :---: | :---: |
| $J_{1}$ | 73 | 427 |
| $J_{2}$ | 281 | 771 |
| $J_{3}$ | 705 | 375 |
| $J_{4}$ | 328 | 109 |
| $J_{5}$ | 125 | 150 |
| $J_{6}$ | 381 | 184 |
| $J_{7}$ | 165 | 258 |
| $J_{8}$ | 734 | 20 |
| $J_{9}$ | 869 | 557 |
| $J_{10}$ | 76 | 69 |

was conducted with the operating time being changed from 2 digits to 3 digits or less（uniform random number）．

## 3．4．1 Results

Table 7 shows the operating time of each machine actually used in the top $5 \%$ ．As shown in the table，most are 3 digits with few 2 digits．This is logical since the two－digit time width （10 to 99）is $1 / 10$ of the three－digit time width（100 to 999）．
Table 8 shows the experimental results．In Table 6，the theo－

Table 6：The result of sample data with 2－digit machine operating time and different date in 2－machines 10－jobs problem（probability＝ 95 \％）

| Top | $5 \%$ | $10 \%$ | $15 \%$ | $20 \%$ | $25 \%$ | $30 \%$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Number of samples | 59 | 29 | 19 | 14 | 11 | 9 |
| Time range | $15-95$ | $11-96$ | $15-96$ | $12-82$ | $12-99$ | $11-97$ |
| Optimum TET | 730 | 510 | 569 | 553 | 601 | 658 |
| Number of Optimum TET | 8 | 1 | 1 | 0 | 0 | 1 |
| TET（minimum） | $\underline{730}$ | $\underline{510}$ | $\underline{569}$ | 554 | 630 | $\underline{658}$ |
| TET（average） | 769 | 571 | 655 | 611 | 662 | 684 |
| TET（maximum） | 854 | 667 | 778 | 674 | 705 | 716 |

Notes：TET＝Total Elapsed Time．Underlined number signifies the optimum total elapsed time．

Table 8：The result of sample data with 2－or 3－digit machine operating time and different date in 2－machines 10－ jobs problem（probability＝ 95 \％）

| Top | $\%$ | $10 \%$ | $15 \%$ | $20 \%$ | $25 \%$ | $30 \%$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Number of samples | 59 | 29 | 19 | 14 | 11 | 9 |
| Time range | $20-869$ | $134-965$ | $52-994$ | $18-951$ | $17-998$ | $14-990$ |
| Optimum TET | 3757 | 6203 | 7039 | 5400 | 7091 | 5737 |
| Number of Optimum TET | 3 | 2 | 0 | 1 | 0 | 1 |
| TET（minimum） | $\underline{3757}$ | $\underline{6203}$ | 7084 | $\underline{5400}$ | 7215 | $\underline{5737}$ |
| TET（average） | 4314 | 6778 | 7829 | 6058 | 7678 | 6250 |
| TET（maximum） | 5163 | 7553 | 8545 | 6744 | 7995 | 6862 |

Notes：TET＝Total Elapsed Time．Underlined number signifies the optimum total elapsed time．
retical maximum width of the operating time of each machine on each job is 10 to 99 , whereas it is 0 to 999 in Table 8. In other words, the width becomes 11 times.

The average value of the optimum total elapsed time in Tables 6 and 8 are 603.5 and 5871.1, respectively. The difference is 9.7 times.

Although the theoretical and actual differences do not match exactly, considering the difference in data and its variation, they can be considered essentially identical.

### 3.5 Experiment 5

Another experiment was conducted to investigate the variation of the minimum total elapsed time and the optimum value among Experiments 2, 3 and 4. Specifically, the deviations between the minimum total elapsed time and the optimum value of Experiments 2, 3 and 4 were obtained.

### 3.5.1 Results

Table 9 shows the experimental results. Experiment 2 had the smallest deviation value. The deviation values or the top 5 $\%, 10 \%, \cdots, 30 \%$ were almost the same, which is considered to be because the same data was used each set. In the top 25 \% of Experiment 3, the deviation value was 29, but the relative error was 4.6 \%. In Experiment 4, the top 15 \% had a deviation value of 45 and a relative error of $0.6 \%$. In the top 25 $\%$, the deviation value is 124 and the relative error is as small

Table 9: Difference between the minimum total elapsed time of Experiments 2, 3 and 4 and the optimum value (optimum value, number of appearance)

|  | Experiments |  |  |
| :---: | ---: | ---: | ---: |
| Top | 2 |  |  |
| 3 |  | 4 |  |
| $5 \%$ | $0(648,2)$ | $0(730,8)$ | $0(3757,3)$ |
| $10 \%$ | $2(648,0)$ | $0(510,1)$ | $0(6203,2)$ |
| $15 \%$ | $2(648,0)$ | $0(569,1)$ | $45(7039,0)$ |
| $20 \%$ | $0(648,2)$ | $1(553,0)$ | $0(5400,1)$ |
| $25 \%$ | $2(648,0)$ | $29(630,0)$ | $124(7091,0)$ |
| $30 \%$ | $0(648,1)$ | $0(658,1)$ | $0(5737,1)$ |

as $1.7 \%$. These results show that in most cases, the optimum values or quasi-optimum values were obtained in all the experiments.

Comparison of the frequencies of the optimum values among three experiments show that the result of Experiment 3 is better than those of the other experiments. This shows that the smaller the width (maximum value-minimum value) of the operating time of each machine on each job, the higher the frequency of the optimum value, and the easier it is to find the optimum solution.

### 3.6 Experiment 6

An experiment was conducted to compare the 3-machines $n$-jobs problem, where no algorithm for obtaining the optimum total elapsed time exists, and the 2-machines $n$-jobs problem, where the algorithm (Johnson's rule) exists. Because of the lack of the algorithm, in 3 -machines $n$-jobs problem, $100 \%$ inspection is necessary to find the optimum total elapsed time (that is, all "job execution sequence" must be tried). For simplifying calculations, $n$ was set to 5 . Still, 120 patters need to be inspected.
Samplings containing with a $95 \%$ probability the "job execution sequence" of the top $5 \%, 10 \%, 15 \%, \cdots, 30 \%$, arranged in ascending order based on the total elapsed time were used. The operating time of each machine on each job was set to two digits (uniform random numbers) and the data was changed and updated in each experiment session.

### 3.6.1 Results

Tables 10 and 11 respectively show the results of sample data of 2-machines 5 -jobs problems and those of the 3-machines 5 -jobs problem. A comparison of the two tables shows that the optimum total elapsed time does not change, but the maximum value of the total elapsed time of the sample data is larger for the 3 -machines 5 -jobs problem, and the average value is slightly larger for 3-machine 5 -jobs problem.

The examination of the total elapsed times of the 2-machines 5 -jobs problem and the 3 -machines 5 -jobs shows that the former (1) was more likely to overlap, and (2) has less

Table 10: Results of sample data for 2-machines 5-jobs problem

| Top | $5 \%$ | $10 \%$ | $15 \%$ | $20 \%$ | $25 \%$ | $30 \%$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Number of samples | 59 | 29 | 19 | 14 | 11 | 9 |
| Time range | $12-90$ | $18-99$ | $12-93$ | $25-94$ | $25-99$ | $21-97$ |
| Optimum TET | 238 | 379 | 357 | 319 | 398 | 351 |
| Number of Optimum TET | 3 | 0 | 3 | 0 | 0 | 1 |
| TET (minimum) | $\underline{238}$ | 384 | $\underline{357}$ | 325 | 417 | $\underline{351}$ |
| TET (average) | 276 | 405 | 371 | 357 | 453 | 378 |
| TET (maximum) | 314 | 438 | 390 | 396 | 503 | 407 |

Notes: TET = Total Elapsed Time. Underlined number signifies the optimum total elapsed time.

Table 11：Results of sample data for 3－machines 5－jobs problem

| Top | $5 \%$ | $10 \%$ | $15 \%$ | $20 \%$ | $25 \%$ | $30 \%$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Number of samples | 59 | 29 | 19 | 14 | 11 | 9 |
| Time range | $16-93$ | $15-89$ | $11-96$ | $17-95$ | $14-97$ | $13-93$ |
| Optimum TET | 373 | 335 | 370 | 395 | 420 | 396 |
| Number of Optimum TET | 3 | 1 | 0 | 1 | 1 | 1 |
| TET（minimum） | $\underline{373}$ | $\underline{335}$ | 403 | $\underline{395}$ | $\underline{420}$ | $\underline{396}$ |
| TET（average） | 446 | 390 | 456 | 441 | 485 | 477 |
| TET（maximum） | 512 | 457 | 540 | 490 | 579 | 559 |

Notes：TET＝Total Elapsed Time．Underlined number signifies the optimum total elapsed time．
number of patters of total elapsed time than the latter．
Table 12 shows the deviation between the minimum to－ tal elapsed time and the optimum value of the 2－machines 5 －jobs problem and the 3 －machine 5 －jobs problem．The frequency of the optimum values does not change in both problems．The deviation between the minimum total elapsed time and the optimum value can be considered to be identi－ cal since the sums of deviation for each problem are almost the same．

## 4．Variations from the simplest model

In this chapter，we will investigate the relationship be－ tween the operating time of each machine on each job and optimum solutions．Specifically，a simple setting with same operating time for each machine is used as a baseline，and then cases where the operating times are changed stepwise are considered to show these changes lead to a proportional

Table 12：Difference between the minimum total elapsed time and the optimum value in 2－machines 5－jobs and 3－ma－ chines 5 －jobs problem（optimum value，number of appear－ ance）

| Top | 2－machines <br> 5－jobs | 3－machines <br> 5 5－jobs |
| :---: | :---: | :---: |
| $5 \%$ | $0(238,3)$ | $0(373,3)$ |
| $10 \%$ | $5(379,0)$ | $0(335,1)$ |
| $15 \%$ | $0(357,3)$ | $33(370,0)$ |
| $20 \%$ | $6(319,0)$ | $0(395,1)$ |
| $25 \%$ | $19(398,0)$ | $0(420,1)$ |
| $30 \%$ | $0(351,1)$ | $0(396,1)$ |

rise in difficulty in finding an optimum solution．
Baseline：In the $m$－machines $n$－jobs problem，it is assumed that the operating time of each machine of each job is the same，which is represented by $t^{*}$ ．Figure 1 shows the Gantt chart for calculating the total elapsed time in this setting．The total elapsed time，$(m-1+n) t^{*}$ ，is the optimum value under which the optimum（minimum）＂job execution sequence＂can be decided discretionary．

When only the operating time of the machine $M_{2}$ for the job $J_{3}$ is changed to $t^{*}+a(a>0)$ and the others remain to be $t^{*}$ ，as shown in Table 13，the optimum total elapsed time of the $m$－machines $n$－jobs problem is $(m-1+n) t^{*}+a$ ，accord－ ing to the Gantt chart in Figure 2.

However，the increment value to the reference time $t^{*}$ is not added to the total elapsed time each time it occurs．For example，as shown in Figure 3，the operating time of the ma－ chine $M_{2}$ on job $J_{i}$ is $t^{*}+a$ ，the operating time of the machine $M_{1}$ on job $J_{i}+1$ is $t^{*}+b(b>a)$ ，and the operating time of other jobs by each machine is $t^{*}$ ，the total elapsed time is（ $m$ $-1+n) t^{*}+b$ with no effect of $a$ ．

Figure 4 shows a Gantt chart when $t^{*}+a$ ，the operating time of the machine $M_{2}$ of the job $J_{3}$ in Table 12 ，is set to $t^{*}-a$

Table 13：3－machines 5－jobs hours

| Job number | $M_{1}$ | $M_{2}$ | $M_{3}$ |
| :---: | :---: | :---: | :---: |
| $J_{1}$ | $t^{*}$ | $t^{*}$ | $t^{*}$ |
| $J_{2}$ | $t^{*}$ | $t^{*}$ | $t^{*}$ |
| $J_{3}$ | $t^{*}$ | $t^{*}+a$ | $t^{*}$ |
| $J_{4}$ | $t^{*}$ | $t^{*}$ | $t^{*}$ |
| $J_{5}$ | $t^{*}$ | $t^{*}$ | $t^{*}$ |

Execution sequence：$J_{1}, J_{2}, J_{3}, J_{4}, J_{5}$

| $M_{1}$ | $J_{1}$ | $J_{2}$ | $J_{3}$ | $J_{4}$ | $J_{5}$ |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $M_{2}$ |  | $J_{1}$ | $J_{2}$ | $J_{3}$ | $J_{4}$ | $J_{5}$ |  |  |
| $M_{3}$ |  |  | $J_{1}$ | $J_{2}$ | $J_{3}$ | $J_{4}$ | $J_{5}$ |  |

Figure 1：Gantt chart with identical operating time for every machine

Execution sequence: $J_{1}, J_{2}, J_{3}, J_{4}, J_{5}$

| $M_{1}$ | $J_{1}$ | $J_{2}$ | $J_{3}$ | $J_{4}$ | $J_{5}$ |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $M_{2}$ |  | $J_{1}$ | $J_{2}$ | $J_{3}$ |  |  | $J_{4}$ | $J_{5}$ |  |
| $M_{3}$ |  |  | $J_{1}$ | $J_{2}$ |  | $J_{3}$ | $J_{4}$ | $J_{5}$ |  |
| $3 t^{*}$ |  |  |  |  |  |  |  |  |  |

Figure 2: Gantt chart of Table 13
Note: Gray cell signifies hours without machine operation.


Figure 3: Partial Gantt chart

Execution sequence: $J_{1}, J_{2}, J_{3}, J_{4}, J_{5}$


Figure 4: Gantt chart with $t^{*}+a$ changed to $t^{*}-a$ in Table 13
Note: Gray cell signifies hours without machine operation.
( $t^{*}-\mathrm{a} \geqq 0$ ). In this setting, the total elapsed time is ( $m-1+n$ ) $t^{*}$, which is the same as the result of the Gantt chart in Figure 1. However, if this $t^{*}-a$ is transferred to the operating time of the machine $M_{1}$ on job $J_{1}$, the total elapsed time becomes $(m-1+n) t^{*}-a$, which is smaller by a than the result of the Gantt chart in Figure 1.

From above, there are many cases where the operating time of each machine on each job is close to each other, and when the number of digits is the same, the total elapsed time is quasi-optimum or the optimum solutions in all "job execution sequence".

If, on the other hand, the variation in the operating time of each machine on each job becomes large, the number of cases which include quasi-optimum or the optimum solutions will decrease. In cases where the operating times are almost identical, such as $t^{*}$ in Figures 1 to 4, the optimum solution can be obtained in polynomial time. However, as the variance in the operating times expands, it becomes more complicated and difficult to find the optimum solution.

## 5. Conclusion

The results of this paper are summarized below.
From Table 5, which shows the results of Experiment 2 with 2-digit operating time and same data processing in 2-machines 10-jobs problem, it has been shown that the optimum solutions were included in the samples of the top $5 \%, 20 \%$,
and $30 \%$ cases. This dispersion can be interpreted that the optimum solutions are included in every combination with sufficiently high probability. Of course, since the number of samples decreases from top $5 \%$ to $30 \%$, the probability becomes smaller accordingly.

Experiment 3 has shown that the result summarized in Table 5 is not due to the specificity of the data in Table 3 (operating time of each machine). The results of Experiment 4 have shown that the width of the data (maximum-minimum) is almost proportional to the optimum total elapsed time.

The results of Experiment 5 have shown that in most cases, the optimum or quasi-optimum values were obtained. Comparisons of the frequencies of the optimum values among different settings has shown that a smaller width of the operating time (maximum-minimum) of each machine on each job leads to more frequent appearance of the optimum solution, which signifies this setting is easier in finding the optimum solution.

In Experiment 6, the 2-machines n-jobs problem and the 3-machines n-jobs problem were compared. The results have shown (1) the optimum total elapsed times for the both problems were similar; (2) the maximum value of the total elapsed time for the sample data is clearly larger in the latter problem; (3) the frequency of the optimum value and the deviation between the minimum total elapsed time and the optimum value were similar in both cases; (4) when the total
elapsed times were examined，the former was more likely to overlap than the latter，and the types of total elapsed time were less than the latter．The factor for the last findings can be there are many cases similar to those illustrated in Figures 2 and 3 in 3 －machines n－jobs problem．

In the cases when the operating time of each machine on each job is close to each other or the number of digits is the same，it is considered that there are many cases where every ＂job execution sequence＂contains many optimum or quasi－ optimum solutions．On the contrary，if the variation in the operating time of each machine on each job becomes large， the number of cases where the optimum or quasi－optimum solutions contained in the＂job execution sequence＂will de－ crease．

These results show that the optimum solution or quasi－op－ timum solution of the flow shop scheduling problem can be obtained in a time within the allowable range by the method proposed in this paper．This method can be highly effective in meeting the practical needs of lines with many time con－ straints．However，since the method uses probabilities，the expected time saving effect cannot always be obtained．We will tackle this issue in a future research．
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