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Abstract
In Japan, where natural disasters occurs frequently, obtaining and delivering accurate information promptly when a disaster occurs 
is essential to minimize damage. Information from traditional mass media contain a number of general information unrelated to dis-
aster, so there are limitations in delivering necessary information to the resident in affected area. On the other hand, Twitter, one of 
the popular social media, is expected to play an important role during disaster because of its simplicity, promptness and wide propa-
gation. However, because of its huge size of users, there are too many tweets which hinders timely extraction of relevant information. 
Disaster information is also useful for business travellers and tourists. They are less informed about the area and the challenge is to 
provide them with accurate information promptly. Our study proposes to establish a system to assist real time understanding of disas-
ter by extracting relevant information efficiently from messages tweeted during two typhoons. First, binary classification is applied to 
classify and extract disaster tweets from tweets group. By using BNS method, the improvement in accuracy is confirmed. Then clus-
tering is applied to the disaster tweets. The tweets are classified by 15 clusters generated. The result yields F measure of 0.59.
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1.  Introduction
For its physical geography and location along the Pacific 

Ring of Fire, Japan is highly susceptible to natural disasters. 
[CAO, 2010]. Recently, there is a clear trend to indicate the in-
crease in the occurrence of short-time heavy rain [JMA, 2017]. 
Based on these facts and to minimize the possible damage from 
disasters, the importance of obtaining and delivering accurate 
information promptly when a disaster occurs has been pointed 
out. However, traditional mass media such as newspapers and 
television transmit general information not related to natural 
disasters. So there are limitations in delivering necessary in-
formation to the residents in the affected areas [Toriumi et al., 
2013]. On the other hand, Twitter, one of the popular social me-
dia, is expected to play an important role in disaster because of 
its simplicity, promptness and wide propagation. In the Great 
East Japan Earthquake of 2011, twitter played an important role 
in exchanging information among the users. A huge amount of 
information were transmitted through the Twitter, such as the 
tweets from users with on-site knowledge, which the traditional 
mass media could not report in timely fashion [Matsumoto et 
al., 2015]. However, because of its huge size of the users, there 
are too many tweets circulating on the internet which hinders 
timely extraction of useful information. In fact, on March 11, 
2011 alone, when the Great East Japan Earthquake hit Japan, 
there were about 33 million tweets transmitted [Rokuse et al., 
2015].

Natural disasters affect not only the residents but also busi-
ness and non-business travellers visiting the areas. In 2016, the 
number of inbound tourists visiting Japan exceeded 20 mil-

lion and developing a system to provide disaster information 
to these visitors is one of the policy priorities receiving more 
attention than ever before [Japan Tourism Agency, 2013]. How-
ever, there are little, if not any, discussions and considerations 
for the provision of such information to the Japanese travellers 
doing domestic travel [Nakatani, 2016]. In 2015, the number 
of domestic tourists are about 504 million guest nights with 
Japanese national accounting for 438.5 million [Japan Tourism 
Agency, 2016]. One study focused on the relation between tour-
ists and disaster information and concluded that there is a lack 
of information on danger zones in the area where tourists are 
visiting temporarily [Akita Prefecture, 2015]. It is essential to 
provide the visitors who do not have sufficient on-site knowl-
edge with accurate information in timely manner in order to 
minimize the damage and to prevent social unrest/disorder 
when a disaster occurs.

Our study focuses on typhoon, one of the most common 
natural disasters in Japan, in order to develop a system to as-
sist real time understandings for current situation by efficiently 
extracting relevant information from tweets during typhoons. 
Specifically, the authors propose a method to classify tweets 
into two group: disaster tweets and non-disaster tweets. Fur-
thermore, clustering is applied to the disaster tweets in order 
to develop a method to collect relevant information efficiently 
during disasters.

There are many existing studies on classifying huge amount 
of data in tweets: a study to extract events from twitter [Rit-
ter et al., 2010]; a study to extract operation status of railroad 
systems [Tsuchiya et al., 2013]; studies to extract road traffic 
information [Hanifah et al., 2014; Sakaki et al., 2015]; and a 
study to extract tourist information [Obara et al., 2015]. As for 
the classification of disaster tweets, there is a study by Rokuse 
[Rokuse et al., 2015]. They classified the disaster tweets of the 
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Great Eastern Earth Quake. They used several key words ex-
pected to be used intensively during earthquakes for filtering 
the tweets. They used 5 categories, “information on tsunami”, 
“information on evacuation”, “information on utilities (gas, 
water, electricity)” “information on public transport” and 
“information on road status”, as classes to classify the tweets. 
However, one can assume there are much wider variety of in-
formation in tweets during disasters.

Our study uses actual tweets during disasters to apply clus-
tering method to investigate the contents of the tweets. And 
based on the analysis, the disaster tweets are classified in more 
detail.

2.  Method
2.1  Outline

The authors propose to develop a system to classify un-
known tweets during disasters into categories generated by 
clustering.

For this purpose, a classifier needs to be developed in ad-
vance to extract and classify disaster tweets from whole tweets 
data. In our study, two separate tweet groups tweeted during 
two typhoons are used. One tweet group (for typhoon 16) is 
used as learning data to develop a classifier. The other data 
group (for typhoon 13) is used as test data to assess the accu-
racy of the classifier. Figure 1 shows the outline of our study. 
The flow in the red box indicates an actual process when the 
proposed system becomes operational.

2.2  Data
Table 1 shows the tweet data groups used in our study. Ap-

propriate keywords are required to extract disaster tweets. To 
select the keywords, the authors employ dynamic time warp-
ing for time-series comparison between the occurrence of the 
words in the learning data and the precipitation of the cities hit 
by typhoon 16. As a result the comparison, the authors decided 
to use three keywords: Rain, Typhoon, and Heavy Rain. Table 

2 shows the tweet data used in our study.

2.3  Vectorization
In order to analyze the contents of the tweets expressed in 

natural language, the texts in the tweets are vectorized as fol-
lows:

•	 Pre-process the tweets for morphological analysis. Specifi-
cally, alphabets and numbers are unified into half-width and 
katakana into full-width.

•	 Extract noun, verb, adjective and adverb through morpho-
logical analysis using MeCab.

•	 Vectorize the tweets through bag of words method using the 
extracted words as features

•	 Weighting the words in each text by using TF-IDF.

3.  Extracting disaster tweets: binary classification
3.1  Outline

Binary classification is applied to the tweet data vectorized 
by the feature words to classify the tweets into disaster tweets 
and non-disaster tweets. A classifier is developed by using the 
training data and assess it by using the test data. Support Vec-
tor Machine is used for a classifier. (Cortes and Vapnik 1995). 
As for training data, the authors balance the number of disaster 
and non-disaster tweets. Table 3 shows the data sets used. For 
the assessment, F-measure is used.

3.2  Developing a classifier
The training data is used to develop a classifier. The number 

of the feature words is 12466. 10-fold cross validation is ap-
plied for training the classifier. The result shows the existence 
of unnecessary words for classifying the tweets and words that 
function as noise. So an additional experiment is run by us-
ing the words selected by Bi-Normal Separation method. BNS 
is often used to select features in binary classification. In our 
study, the threshold is set to 0.33. The feature words with BNS 
value higher than the threshold are used. The number of the 
feature words is 1953. As a result of selecting the feature words 
by using BNS method, F-measures for both disaster tweets and 
non-disaster tweets are improved.

Figure 1: Outline of our study

Flowof the sysmte when operational

Obtain tweets

Clustering

Binary classification

Detailed classification

Table 1: Tweet data obtained

Period

Typhoon 13 2016/9/6 21:00–2016/9/7 21:59

Typhoon 16 2016/9/19 22:00–2016/9/20 11:59

Table 2: Tweet data used

Number of tweets

Typhoon 13(test data) 5,474

Typhoon 16(learning data) 7,167

Table 3: Breakdown of the data sets

Disaster tweets Non disaster tweets

Training data 1,347 1,347

Test data 4,86 4,988
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3.3  Assessing the classifier
The classifier is assessed by using all the test data. Specifi-

cally, the authors assess the classifier by using all the feature 
words extracted from the training data and by using only the 
feature words selected through BNS method. The number of 
the feature words when using all the words is 5280 and 1,014 
when using only the selected words through BNS.

3.4  Result of the experiment
Table 4 shows the result of the experiment.

3.5  Discussion
The experiment shows the improvement in F-measure by 

selecting the feature words through BNS method. However, 
visual checks on the tweets classified incorrectly show that 
there are some tweets which are correctly classified when using 
all the words but incorrectly classified when using the selected 
words through BNS. The checks also show that by using BNS 
method, the tweets with lesser information are more likely to 
be classified incorrectly. As already mentioned, the threshold 
of BNS is set to 0.33 based on F measure of the experiment us-
ing the training data only. The incorrect classifications indicate 
a necessity to reconsider a proper level of threshold when data 
other than the training data (in our study, tweets of typhoon 13) 
is used as the test data. Also, one word tweets which tend to 
be classified incorrectly could be excluded from classification 
since they contain little information.

Without selecting the features words by BNS method, by us-
ing two data sets from different disasters (typhoon 13 and 16) 
for training data and test data, the feature words used frequent-
ly during disasters are selected. Hence, using disaster data ob-
tained from similar situations can lead to a better selection of 
feature words and improvement in accuracy.

4.  Contents analysis of disaster tweets by clustering
4.1  Outline

Clustering is applied to the training data to investigate the 
contents of the tweets during disasters. The experiment con-
ducted in this chapter is shown in the red box in Figure 2

The tweets that may function as noise are excluded by using 
DBSCAN before conducting k-means++ clustering. DBSCAN 
is effective against noises. Also, the training data is weighed 
by TF-IDF. In this case, for the feature value to vectorize the 
tweets, the author do not adopt the feature words without pro-
cessing as in the case of BNS. Rather dimension reduction is 
conducted by using t-SNE, which is suitable for multi-dimen-
sional, non-linear analysis. (van der Maaten and Hinton, 2008). 
As a result, the dimensions are reduced from 12467 to 2.

4.2  Experiment: Clustering
Following the method explained in 4.1, clustering is con-

ducted by using the disaster tweet (1347 tweets) only. Tweets 
contain various expressions and many noises are expected to 
exist in them. To overcome these problems, the first stage clus-
tering is applied by using DBSCAN, which is effective against 
noises. As a result, 68 clusters are generated. Then the second 
stage clustering is applied by using k-means++. 875 tweets are 
used. The remaining 472 tweets, which belong to 5 clusters 
with negative value after conducting silhouette analysis, are ex-
cluded. Silhouette coefficient and elbow method are employed 
to find appropriate numbers of cluster necessary for applying k-
means++. The results yield k value of 15.

4.3  Result
Table 5 shows a part of the contents generated by DBSCAN 

followed by k-means ++. Figure 3 shows the silhouette plot.

Table 4: F measures of the binary classification experiment

All words BNS method
0.85 0.89

Figure 2: Application of the result of clustering to the test data

Training data

Cluster 1

Test data

Cluster 2 Cluster n...
...

...

Table 5: Contents of the clusters by k-means++ (partial)

Cluster Silhouette
coefficient Contents

0 0.333

Tweets about flight

Tweets about railroad operation

Traffic information

Tweets about going out

Comments about precipitation

1 0.330

Comments about precipitation

Comments about evacuation advice

Comments about typhoon

2 0.457 Warning, caution (include comments on 
caution)

3 0.899 Comments about precipitation (short )

• • • • • • • • •

14 0.299

Precipitation in Kochi

Fear of typhoon

This is from (location). Weather report 
etc.

Fear of flooding

Thunder

Fierce

Comments about heavy rain
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4.4  Discussion
There are variation in silhouette coefficient among the clus-

ters generated. The clusters with more tweet members tend to 
have low silhouette coefficient. However, cluster 14 is excep-
tional: It has small number of tweets (56) and the lowest silhou-
ette coefficient. Visual checks on the content of the tweets in 
cluster 14 does not reveal any consistent messages. Hence, it is 
estimated that there are some relationship between silhouette 
coefficient and the consistency of the content of the tweets in 
the cluster.

In the following chapter, detailed classification is conducted 
by using 15 clusters generated in this experiment as classes. 
But a cluster such as cluster 14 can lower accuracy rate of clas-
sification.

Our study generates 15 clusters. This means the proposed 
system can encompass comprehensive tweets with various top-
ics. However, there are several clusters which contain many 
information not necessary in a disaster. Also, in some cases, 
selectively providing specific topics is beneficial to a user who 
wants to obtain relevant information efficiently. Hence it is im-
portant for our study to take this user friendly perspective into 
account when presenting the information. In order to reflect 
this perspective, the clusters shown in Table 5 can be arranged 
in descending order of silhouette coefficient. A user can obtain 
necessary information quickly by focusing on clusters with 
larger coefficient.

5.  Detailed classification
5.1  Outline

The test data are used to classify 15 clusters extracted in the 
experiment with the training data. The results of the clustering 
in the previous chapter are used as correct labels. The results of 
the classification are assessed by using the test data. F measure 
is used for the assessment.

5.2  Developing a classifier
A classifier for the detailed classification is developed by 

using the training data. One-versus-rest SVM, which is used 

in multi class classification, is applied to develop the classi-
fier. The words in each tweets are used as the feature words to 
vectorize the tweets. TF-IDF is used to conduct weighting. The 
number of feature words in the training data is 6137. 10-fold 
cross validation method is applied for training. The result of 
the experiment yields F measure of 0.85.

5.3  Result
The test data are used to assess the classifier. All the feature 

words extracted in 5.2 are used for the assessment. Table 6 
shows the data used. The number of the feature words in the 
test data is 6138. F measure are used for the assessment. Figure 
4 shows the result of classification. F measure is 0.59.

5.4  Discussion
The reasons for incorrect classifications of the tweets in class 

5 and 7 are investigated.
There are many cases that the tweets in class 5 were incor-

rectly classified as class 7. The similarity between the two 
classes is they are both related to weather information about 
typhoon. The difference is that the class 5 is for national broad-
cast and class 7 is for affected residents with information about 
secondary disaster warning. Visual checks on the contents of 
the tweets in both classes show that even if a tweet is intended 
for national broadcast, when a specific disaster, such as “mud 
sliding” and “flooding in low land”, or the wording for warning 
are included, the classification may be conducted incorrectly.

For the incorrect classifications of tweets in class 14, there 
are many cases that tweets in this class were misclassified in 
class 2. The partial similarity between the two classes is they 
both contain the word “heavy rain”. The difference is that class 
2 is about “warning and/or caution”, but the class 14 contains 

Figure 3: Silhouette plot of k-means++
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Table 6: Training data and test data

Class Training data Test data

0 48 18

1 63 4

2 107 124

3 36 39

4 52 11

5 73 180

6 82 45

7 60 49

8 62 5

9 78 30

10 61 15

11 43 13

12 21 2

13 33 3

14 56 26
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wide range of tweets. This partial matching leads to incorrect 
classifications. As mentioned before, class 14 shows the low-
est silhouette coefficient. This also shows low consistency of 
tweets in class 14, which leads to a higher rate of incorrect 
classification.

6.  Conclusion
The study tries to verify the potential of Twitter for disaster 

information source with its simplicity, promptness, and wide 
propagation. Specifically, a classification system is developed 
based on the tweets contents in order to extract useful informa-
tion from a huge number of tweets. Based on the assumption 
that under similar disaster (in our study typhoon), words con-
tained in disaster tweets have correlation, the author conduct 
several experiments. The data of typhoon 16 are analyzed 
through classification and clustering. For the data of typhoon 
13, the authors apply the feature words to binary classify tweets 
data into disaster and non-disaster tweets, and conduct cluster-
ing and in-depth classification. F measures exceeds 0.8 when 
using BNS and about 0.6 when using 15 value classification.

As for clustering, DBSCAN is applied to exclude the data 
that can function as noise when clustering or classification, 
before applying k-means++ to generate 15 clusters. However, 
there are several different expressions to convey similar mean-
ing and this lowers the accuracy of clustering.

In order to improve the accuracy of clustering of disaster 

tweets, following three challenges are needed to be overcome:
First, one word tweets have less information and hence prone 

to be classified incorrectly. In our study, these short tweets are 
included in disaster tweets. However, to put our proposed sys-
tem into operation, it is advisable not to include short tweets 
in disaster tweets. Rather it should be treated as non-disaster 
tweets.

Second, the scope of study needs to be expanded. Specifical-
ly, in this study, the tweets from typhoon 13 and 16 are used. In 
order to improve the accuracy of the system, it is necessary to 
use larger data from various disasters to train the system with 
various tweet data.

Third, unifying various expressions with same meaning in 
advance is necessary to improve the accuracy of the system.
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