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Abstract
Nowadays, museums and exhibitions are exploring new ways to enhance the customer experience. For that purpose, new technolo-
gies like Internet of Things are used. In this paper, an indicated area prediction system for indoor exhibitions using Internet of Things 
is presented. Furthermore, the paper will present and discuss a real case of study, placed in a temporary jacket record exhibition dur-
ing the 2017 edition of Kanazawa Institute of Technology festival, located in Kanazawa, Japan.
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1.  Introduction
Over the years, museums are looking for new ways to show 

exhibitions and are using new technologies like augmented 
reality and internet of things, which allows the visitor to have 
an improved and natural iterative experience. Moreover, to pro-
vide the visitors with the educational information of the exhibi-
tion in a simple and enjoyable way [Gimeno et al., 2011].

This research intends to improve the experience by offering 
a better interaction with the exhibition contents and displaying 
and announcing the information about the exhibits remotely in 
many devices like monitors, tablets and even a smartphone, by 
only pointing at the exhibit.

Not only for museums, this research can also be used in 
many areas such as travel and shopping. For example, sightsee-
ing maps hung on walls in some train stations, to show recom-
mended restaurants, parks, etc. nearby. Also, for increasing the 
shopping experience in supermarkets and stores without the 
need to have large hardware and powerful equipment.

2.  Related projects
Text descriptions are still popular in museums and exhibi-

tions while aural descriptions support guidance of the visi-
tor’s attention [Krejtz et al., 2012]. However, iterative content 
provides opportunities for enriching the customer experience 
[Stock et al., 2006].

Virtual museums are one of the promising approaches for 
providing stories and messages for museums and galleries [Kim 
et al., 2013]. Although virtual museums allow users to interact 
with the contents using Virtual Reality technologies, depend-
ing on the budget of the museum, it is not possible to afford a 
3D augmented reality to the exhibition, since to develop 3D 
contents takes time and powerful hardware equipment.

Thinking about the display as market shelves, the grocery 
network Tesco in South Korea plastered in the glass walls of 
subway stations with pictures of their products, laid out just as 

they would be in a traditional shop. The ‘shelves’ featured QR 
codes—squares filled with a black and white pattern, unique to 
the product in question, they are a more versatile successor to 
the bar code—which could be scanned by the traveler’s mobile 
phone, building up a shopping basket in the few minutes before 
the train arrives. [Telegraph UK, 2011]. 

3.  Proposed method
3.1  “That?” Guess System

“That?” Guess System (from Japanese Are?) is a sys-
tem programmed in C++ and uses a formula, in Equation (1) 
and Figure 1, to discover which direction the user is aiming 
at the moment using the Microsoft Kinect sensor [Ohya et al., 
2017].

p = a + t (b – a)→ → → →
		  (1)

The system is always calculating the distance between a 
line of the direction and an object, as shown in Equation 2. If 
the distance is within X cm and at the minimum distance, we 
found the target, as shown in Figure 2. In this study, we as-
sumed that the distance from the center of the target to the edge 
is 15 cm × 15 cm, so we set to 15 cm in X.

D = (lx – tx)2 + (ly – ty)2 + (lz – tz)2 		  (2)

Kinect sensor detects the position of the eyes and the fingers, 
see Figure 3. However, the position of the eyes changes when 
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Figure 2: How to find targets by pointing
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a hand hides part of a face. This causes an error that wrongly 
detects the direction. In order to reduce this error, we studied 
the position of eyes when both hands are under the waist before 
detecting the direction.

3.2  Additional hardware
In this study, we integrated the existing “That?” Guess Sys-

tem with a hardware based in the display of LP jackets avail-
able at the PMC–Popular Music Collection in Kanazawa Insti-
tute of Technology, as shown in Figure 4.

One section of the display available at PMC has 30 jackets. 
To easily know which jacket the user is pointing at, we added 
pointing guide hardware using 4 ESPr Developers and 30 
pieces of LEDs to the “That?” Guess System. ESPr Developer, 
which is a development board of ESP-WROOM-02 microcon-
troller, controls the LEDs. While the user is pointing, an LED 
illuminates the surface of the desired jacket.

As shown in Figure 5, the anode side of the LED’s are con-
nected to respective resistance and the cathodes connected to 
ground of ESPr Developers. The ESPr Developer digital pins 
used are 0, 2, 4, 5, 12, 13, 14 and 15.

3.3  Server and Kinect sensor communication
All the information about the currently pointed jacket and 

the other jackets are stored in a server with a database, and 
the hardware is always communicating with the server with a 
wireless connection using REST, by sending HTTP methods 
get and post.

3.4  Indicated area prediction system
For the PMC, we reached to an indicated area prediction sys-

tem shown below in Figure 6.
The indicated area prediction system is constructed from 

“That?” guess system with pointing guide hardware, web ap-
plication, and database. The ESPr Developers number 1 to 3 
have 8 LEDs and the number 4 has only 6 LEDs, in total 30 
LEDs. The Guess System identifies the record the user is aim-
ing at that moment, and then sends the record ID to the REST-
ful Node.js server via HTTP post and saves in session.

When the server receives the selected record, Socket.io trig-
gers an event; the web page changes in real-time with the re-
cord information from the database. Every second, each ESPr 
Developer sends an HTTP get to the Node.js server to receive 
the information about the selected record to light up the correct 
LED.

Figure 3: Eyes and fingers are detected by Kinect sensor

Figure 4: The LP jackets display at PMC

Figure 5: Hardware circuit of pointing guide
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4.  Experiment and results
4.1  Implementation at PMC

As shown in Figure 7, we used the left side of the display of 
record jackets available at the entrance of PMC and the infor-
mation about the selected record jacket was at the right side, 
see Figure 8.

The hardware was located in strategic places, see Figure 9, 
so that each LED correctly fit in the top of each record jacket, 
shown in Figure 10.

As shown in Figure 11, a computer with the software con-
nected to the Kinect sensor was behind the jackets display. In 
addition, two batteries connected to the ESPr Developers were 
behind the jackets display.

4.2  Results of PMC
From the implementation at PMC we have received many 

compliments and positive feedbacks. About six users, includ-
ing university and PMC staff tested the system, and the desired 

Figure 6: Indicated area prediction system
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information was successfully shown, surprising them. The 
LEDs became useful to know exactly where the user is aiming 
at that moment.

The PMC Manager was also present in the implementation 
and proposed to use the system in a record jacket exhibition 
during the 2017 edition of KIT Festival—the university’s 
school festival, to increase the user experience.

4.3  Implementation at KIT Festival
We exhibited the system at KIT Festival 2017. Figure 12 

shows the exhibits panorama. In Figure 13, the selected record 
information is displayed on the floor. Kinect sensor was on top 
of the exhibit as shown in Figure 14.

In conjunction with the project created last time at the PMC, 
we implemented a system that plays the record jacket music 
and announces the artist information by pointing with a finger 
using speech synthesis, in order to improve the user experi-

ence. When users continue to point at a specific record jacket 
for about 3 seconds, sound data compressed to mp3 will play. 
About 3 seconds later, the system announces the artist infor-
mation.

We used MMDAgent to announce artist information. MMD-
Agent is an open source software developed mainly at Nagoya 
Institute of Technology to use voice dialogue contents [MMD-
Agent SHARE]. It is possible to make a smooth announcement 
by using this software. MMDAgent makes the output of the 
artist’s biography and hit songs.

In addition, we expanded to collect the number of users who 
experienced this system, and to be able to collect the aver-
age number of times of music playback per person, maximum 
number of times, and minimum number of times. Furthermore, 
we expanded so that we can collect the number of selections 
per record jacket. With all this information, the exhibition staff 
can analyze the usage situation of popular artists and users as 
statistical information, and it is possible to provide feedback 
information for improvement in the next exhibition.

4.4  Results of KIT Festival
49 visitors answered surveys. First, the result on whether or 

not the user could point intuitively to the record jacket the user 
wants to hear is shown in Figure 15. About 71 % said that they 
could do it, 29 % said that they could not do it. In the nega-
tive answered users, there were many people who tended to 
misjudge another record jacket by shaking the fingertips while 
pointing.

The results of feeling of the time intervals (3 seconds) from 
pointing at the record to the beginning of music are shown in 
Figure 16. About 18 % users felt too long, 80 % felt just fine, 
and 2 % felt short. Many users who felt too long could not se-
lect at once because they selected another jacket. To increase 
positive answers, time intervals must be fine-tuned to applica-
ble time.

Figure 17 shows that users could receive satisfaction from 
information of the artist on the display. About 93 % users were 
satisfied, but 7 % users were not satisfied. The users who were 
not satisfied, wanted information that is not normally known.

Figure 18 shows the result of experiencing and having a 
good impression. About 73 % of the visitors said that they en-
joyed very much, 20 % responded that they enjoyed it, and 7% 

Figure 12: KIT Festival panorama

Figure 13: Display with artist information

Figure 14: Kinect sensor position

Figure 15: Intuitive pointing
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responded that the experience was ordinary. In addition, there 
were many impressions such as “fun like magic”, “surprised”, 
and “innovative”. From these results, this system provided a 
high visitor experience.

As a reason why positive evaluation of customer experience 
exceeded 90 %, about 70 % of the visitors could point intui-
tively to the record jacket and feeling of the time intervals from 
pointing at the record jacket to the beginning of music was 
generally appropriate, and visitors were satisfied with artist in-
formation.

To further enhance visitor experience, it is necessity to en-
hance the accuracy of the pointing systems and to provide rare 
information for an avid fan.

5.  Conclusion
The project presented in this paper has been used in 2017 

KIT Festival collaborated with Popular Music Collection and 
Kawanami Laboratory. The accuracy of the Guess System is 
high and the communication from the hardware to the sensor 

Figure 16: Interval time length
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Figure 17: Information satisfaction

Figure 18: Visitor experience

Common  7 %

Good
20 %

Very good
73 %

and server was good, over 50 visitors have tested the system. 
The visitor’s feedback was positive; the system is intuitive and 
easy to use, achieving a high level of satisfaction and entertain-
ment. According to the visitor’s experiences, the goals have 
been met. The system was able to provide an improved experi-
ence to the visitors and providing information.

The system can replace the boards with information about 
the exhibits that sometimes we can barely read, specifically 
the exhibits that are close to each other that need space to 
show their information and in other languages, by adding only 
one display that can show all the exhibits information by only 
pointing, catching the visitors attention. Furthermore, not 
only for museums or for exhibitions, the system can be used in 
many other areas, such as tourism and shopping, etc.

To reduce cost and miniaturize the prediction system, further 
studies are needed, such as using AI (artificial intelligence) and 
a web camera instead of the Kinect sensor system.
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