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Abstract
This research proposes a tourism information provision system that can be used by multiple users. The system allows that visitors 
intuitively obtain information of an exhibited object by a pointing gesture. To realize multi-user operation, this paper proposes an 
authentication method using directional speakers and smartphones. The system is highly robust because it does not malfunction when 
people cross.
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1.  Introduction
An audio commentary that introduces many exhibits in mu-

seums etc. provides information by pressing a button near the 
exhibits. When the number of exhibits is small, visitors can 
easily understand the correspondence between the exhibits 
and the buttons and select the button. However, in the case of a 
large number of exhibits or in the case of a large diorama, the 
distance between each button and the exhibits are separated, 
and the visitor must carefully select the corresponding button.

Therefore, the authors have proposed an information provid-
ing system by a pointing gesture using Kinect sensor [Watanabe 
et al., 2018]. By this system, the time and effort of the visitor 
who takes the correspondence between buttons and exhibits are 
reduced, and the visitor can obtain information smoothly by 
pointing to the exhibit. However, this system could only pro-
vide information for one user. This research extends the system 
to be available to multiple users.

In this research, the authors cooperate with a music facil-
ity that holds a large number of record jackets in Kanazawa 
Institute of Technology, and propose an information providing 
system using record jackets as an example of applied cases.

2.  Related projects
There is research in which robots recognize the target 

pointed by a person and use it in daily life [Ueno et al., 2014]. 
A mathematical model of a gesture based pointing interface 
system has also been proposed to simulate pointing behavior in 
various situations [Kondo et al., 2018].

As described above, although there are multiple studies us-
ing Kinect pointing, there have been no studies that have been 
used for tourism etc. yet.

3.  Overview of base system
3.1  Base system architecture

Figure 1 shows the basic system architecture targeted for 
single user implementation.

The number of record jackets displayed was twelve: a total 
of 11 actual jackets and one virtual record jacket. The virtual 
one is displayed by a projector. The reason for displaying vir-
tual record jackets is that there are many rare and unobtainable 
record jackets, and even such record jackets can be exhibited. 
Each record jacket was embedded in a concave frame made of 
styrene board.

The range of projection mapping was expanded by using two 
projectors. The authors calibrated positions to be able to project 
appropriately according to the shape of the jacket. In addition, 
a client PC for Kinect control and projection mapping, and a 
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server PC for information provision display and audio com-
mentary robot control were prepared. Although these PCs were 
connected by Socket communication, they can be operated 
with one PC if the performance is satisfied.

Sharp’s RoBoHoN was used for audio commentary. RoBo-
HoN gived an initial explanation of how to use the system to 
visitors and a detailed explanation of the record jackets.  In ad-
dition to voice commentary, RoBoHoN  is capable of gestures, 
and can provide more human-friendly commentary.

3.2  Behavior of base system
A processing sequence of the system is shown in Fig.2. 

When a visitor stands in front of the system, (1) Kinect recog-
nizes a person and transmits data indicating that a person has 
arrived from the client PC (Kinect side) to the display server 
PC. (2) The server PC transmits the received data to RoBoHoN. 
(3) When RoBoHoN receives data indicating that a person 
has arrived, it explains to the visitor how to use the system. 
(4) When the visitor points at the record jacket, the system 
calculates the pointing position by Kinect, and (5) the pointer 
is projected at the pointed position (like a laser pointer). (6) 
When the pointer points over the position of the record jacket, 
the record jacket ID is sent to the server PC, (7) and the server 
PC immediately displays an overview of the record jacket ac-
cording to the record jacket ID on the information provision 
monitor. (8) Continuing to point at the record jacket, a frame is 
projected gradually by projection mapping around the record 
jacket. (9) If the visitor continues pointing to the same record 
jacket for 2 seconds (the frame drawing is completed in 2 sec-
onds), the ID of the record jacket pointed to and the confirma-
tion flag are sent to the server PC.  (10) The server PC sends the 
ID of the record jacket pointed to the RoBoHoN. (11) Finally, 
RoBoHoN gives the visitor an audio commentary of the record 

jacket according to the received ID.

3.3  Calculation of pointing direction
There are several ways to calculate the pointing direction, 

which is based on the direction of the forearm, the direction of 
the straight line passing from the head and hands, the straight 
direction passing from the head to the fingertip, and the direc-
tion of the face.

According to studies that have evaluated the performance of 
multiple methods, it is concluded that the method using the di-
rection of the straight line passing from the head and hand, and 
the straight direction passing from the head to the fingertip has 
higher accuracy in direction estimation [Le et al., 2010; Nickel 
et al., 2007].

Therefore, this research uses the method of finding pointing 
direction based on the straight line passing from the center of 
head to the fingertip [Watanabe et al., 2018].

3.4  Calculation of pointed position
All record jackets were placed on the same plane. The point-

ing direction can be represented by a vector. In order to calcu-
late the pointed position, the following equation was used to 
obtain the intersection coordinates from the plane and the vec-
tor.

p =
h – (n · x0)

n · m
	 (1)

h represents the inner product of the center of the head and the 
fingertips. Pointing is calculated with the right or left hand. 
Therefore, the heights of the detected right hand fingertip and 
left hand fingertip are compared, and the hand at the higher 
position is regarded as the hand performing pointing. n is the 
normal to the wall on which the record jacket is displayed, and 

Figure 2: Processing sequence of base system
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x0 is the position of the fingertip. m represents the pointing 
direction, and the vector is obtained from the result of subtract-
ing the coordinates of the fingertip from the center coordinates 
of the head.

3.5  Pointing accuracy improvement
The detection of the center of the head by Kinect may be less 

accurate if the part of the head is hidden by a hand. According 
to Ueno et al. [2015], the position of the head is corrected on 
the extension of two points using the center of the body and 
both shoulders of the skeleton information.

This correction improves the accuracy of the head x and 
z axes. However, the authors confirmed that the value of the 
y axis slightly fluctuates. Therefore, in addition to the above 
correction, the y-coordinate of the center of the head is stored 
when the values of the y-coordinates of the right and left fin-
gertips are lower than the waist. Then, when calculating the 
pointing direction, correction is performed using the stored y-
coordinate value. As a result, even when part of the head is hid-
den by the pointing, the value of the y-coordinate of the head is 
stabilized.

3.6  Pointer projection to pointed position
The point of intersection between the wall and the pointed 

position obtained in 3.4 is the coordinate with Kinect as the or-
igin. In this research, the space of projection mapping is devel-
oped in Unity and needs to be converted to screen coordinates 
in Unity. Therefore, coordinate conversion is performed by the 
following equation.

Cx =
(Px – DPx) RW

DW
		  (2)

Cy =
(Py – DPy) RH

DH
		  (3)

 

Cx and Cy represent the transformed coordinates of the x and y 
coordinates. Px and Py represent the x and y coordinates of the 
intersection of the pointing direction and the wall calculated 
by equation (1). RW and RH are the screen width and height in 
pixels, respectively. DW and DH are the width and height of 
the screen in meters. DPx, DPy is the length in meters from 
Kinect to the lower left corner of the screen. In this research, 
the length from the Kinect to the lower left corner of the screen 
projected on the left projector is used.

The transformation process of coordinates is shown in Fig-
ure 3. Since the resolution of the projector used in this research 
is 14440 px × 900 px, RW and RH are 1440 and 900 respec-
tively. In addition, although the size of the record jacket display 
panel is 2880 mm × 900 mm, since the width of the screen is 
equally divided and projected by two projectors, DW = 1.44 
and DH = 0.9. Assuming that the lower left coordinates of the 
screen projected by the left projector as in Figure 3 are 1440 
mm in the left direction and 400 m in the upper direction from 
Kinect, DPx and DPy are –1.44 and 0.4, respectively.

For example, the visitor points at the upper right corner of 
the screen (1440 mm to the right of Kinect and 1300 mm to the 
top of Kinect (ie Px = 1.44, Py = 1.3)). In this case, coordinates 
Cx and Cy are 2880 and 900, respectively. In screen coordi-
nates, the pixel at the lower left corner is (0, 0) and the upper 
right corner pixel is (2880, 900). Cx and Cy each have the same 
value as the upper right corner pixel. As a result, it was con-
firmed that the coordinate conversion was correct.

3.7  User selection method for single-user
Since there is only one user who can operate the base system 

at the same time, it is necessary to select the operating user. In 
the base system, since it is assumed that the user stands and op-
erates right in front of Kinect, the operating user is defined as 
a person standing in the range of 1 m in front of Kinect. How-
ever, if the exhibition area and the aisle are the same space, 

Figure 3: Coordinate configuration
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there is a possibility that the passerby may be misidentified as 
the user. Therefore, the system assumes that the visitor is not 
the operating user when the visitor is at least 1.5 m away from 
Kinect. Among the people identified under these conditions, 
the person closest to Kinect is selected as the operating user.

3.8  Determination of the object to be described
In this system, if the position of the record jacket pointed to 

continues to overlap for 2 seconds, the record jacket is selected. 
If this overlap period is too short, there is a high possibility that 
a record jacket, which the visitor does not want, is selected. On 
the other hand, if the overlap period is too long, the visitor will 
be bored. In the experiment, the overlap period was changed 
between 2 and 4 seconds, and as a result of a questionnaire and 
interview of about 30 persons, there were many opinions that 
about 2 seconds was appropriate. Therefore, the overlap period 
is 2 seconds in this study.

Also, to make the selection clearer, display a frame around 
the record jacket was displayed while pointing as shown in Fig-
ure 4. This frame is drawn gradually in 2 seconds, and there 
are 40 types of effect patterns. The effect pattern is a combina-
tion of the display appearance of the frame, the start position of 
the frame drawing, and the color. This allows visitors to enjoy 
visually various expression patterns each time they point.

4.  Multi-user extension
Depending on the exhibition target, several visitors may re-

quest an explanation at the same time. Therefore, this system 
also supports multi-user use.

4.1  System extension for multi-user usage
In a multi-user environment, providing information about the 

record jacket changed from the RoBoHoN and information pro-
viding monitor to a Web browser in the visitor’s smartphone. 
In this system configuration, it is necessary to pair a person 
detected by Kinect with a smartphone of a new visitor. Cor-
respondence between the person newly detected by Kinect and 
the smartphone is performed using a directional speaker. The 
directional speaker is rotated towards the person detected by 
Kinect, and sounds a specific frequency. Then, the smartphone 
receiving the specific frequency is authenticated. Directional 
speaker is used only for authentication and not for transmission 
of exhibition information.

4.2  Behavior of multiuser system
A schematic diagram of the system and its processing se-

quence are shown in Figure 5. (1) A visitor reads a QR code 
with a smartphone and accesses a dedicated web page. (2) 
When the visitor is within the detection range of Kinect while 
accessing the web page, Kinect recognizes the position of the 
person and sends the position information to the server PC. 
(3) The server PC calculates the motor angle from the position 
information of the person and the positional relationship of the 
directional speaker, and sends the rotational angle of the direc-
tional speaker to the microcontroller. (4) The microcontroller 
changes the angle of the servomotor to which the directional 
speaker is fixed, and then sounds a specific frequency from 
the directional speaker. (5) The smartphone that accessed the 
dedicated page initially has the frequency analysis function 
activated. When the smartphone detects a specific frequency, 
the smartphone accesses the server PC. (6) The server PC links Figure 4: Projection frame for pointing guide

Projection frame for pointing guide

Figure 5: Multi-user system overview and processing sequence
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the IP address of the accessed smartphone with the ID of the 
person recognized by Kinect, and completes the authentication. 
(7) When the authenticated visitor points to the record jacket, 
client PC sends the record jacket ID and the ID of the person to 
the server PC. (8) The server PC transmits the record jacket ID 
to the smartphone of the corresponding IP address according 
to the link information of (6). (9) The smartphone switches the 
web page according to the ID of the record jacket, and presents 
the information of the record jacket to the smartphone user.

4.3  Elimination of passers in multi-user systems
In a multi-user system, the recognition range is not limited 

as in the single-user case, and all people within 3 m from Ki-
nect are targeted for recognition. With the expansion of the 
recognition range, it is necessary to separate passersby from 
the operators. When the detected person is a passerby, the posi-
tion data obtained by Kinect is largely different from the data 
at the previous frame. Therefore, the current position data is 
compared with the position data of the previous frame, and if 
the difference is within the threshold for 2 seconds, it is identi-
fied as the operator. The authors determined by experimenta-
tion that 2 seconds were optimal. As a result, this system can 
distinguish between passersby and operators.

4.4  Calculation of rotation angle of directional speaker
In the system operation procedure (3) in Section 4.2, the au-

thors show how to calculate the rotation angle of the directional 
loudspeaker. When Kinect is the origin, the angle between the 
directional speaker and the position of the person is calculated 
by the following equation.

θ = tan–1
Hz – Sz
Hx – Sx

		  (4)

Hx and Hz represent the position x and z coordinates of the per-
son with Kinect as the origin. Sx and Sz also indicate the posi-
tion x and z coordinates of the directional speaker with Kinect 
as the origin, and the coordinate of the directional speaker is 
manually input in advance. Based on these coordinate infor-
mation, the angle from the directional speaker is calculated in 
radians. Then, the radian angle is converted to degrees and sent 
to the microcontroller as the rotation angle of the servomotor.

4.5  Directional speaker and controller
The directional speaker is a parametric speaker kit devel-

oped by Tri-State. This directional speaker is composed of 50 
ultrasonic transducers. In this research, as shown in Figure 6, 
the directional speaker, the amplifier and the horizontal axis 
servomotor were fixed by a frame, which was printed by 3D 
printer. This directional speaker and servomotor can be con-
nected to a microcontroller to enable angle control and sound 
reproduction.

4.6  Correspondence method when person crossed
In Kinect, each recognized person is assigned a unique ID. 

While Kinect continues to recognize, the ID of the person be-
ing identified does not change.  However, when another person 
crosses in front of the recognized person, the recognition state 
may be released. Also, when the same person is recognized 
again, even the same person may have a different ID from the 
previous ID. If this occurs, in the operation procedure (6) in 
Section 5.2, the system may be misidentified as another person. 
Therefore, it is necessary to prevent the ID from changing even 
if another person crosses in front of the identified person.

The method is as follows. The system holds the 3D coor-
dinates of the person whose identification has been released. 
When the coordinates of the person identified again are close 
to the coordinates held, the system overwrites the ID of the 
person whose identification has been canceled with the ID of 
the person identified again.  Note, the retention period of the 
3D coordinates of the person whose recognition was canceled 
was set to 5 seconds in consideration of the case where the visi-
tor left the system (end of use). This is because the time taken 
to identify again after crossing another person is completed 
within 5 seconds at the latest.

5.  Conclusions
In this study, the authors proposed a tourism information 

provision system by a pointing gesture. The system also sup-
ports multi-user use. This system is applicable not only to re-
cord jacket display but also to many applications by changing 
the display object coordinates. For example, in an art museum, 
this system can be used to simply explain the actual painting 
by pointing. Also, in combination with projection mapping, 
this system can interactively superimpose images or comments 
on the actual object. In addition, this system can switch and 
display exhibits that are not owned by the museum at regular 
intervals.

As future extensions, the authors plan to use a new depth 
sensor and implement using a human body skeleton detection 
library with a common Web camera and artificial intelligence.
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