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1.  Introduction
With the recent development of AI technology, especially 

machine learning technology such as deep learning, the ap-
plication of AI in various situations has been studied and many 
practical examples have been reported. In particular, the im-
provement of accuracy in image classification and detection has 
been remarkable. Since AlexNet (1), which uses convolutional 
neural networks, won the ILCVRC with high accuracy in 2012, 
higher-performance algorithms have been developed one after 
another, and the accuracy has also been improved.

On the other hand, AI technologies are also being introduced 
in the field of anomaly detection. For the problem of anomaly 
detection, because the occurrence of anomalies is rare, it is 
difficult in terms of collecting data of anomalies. Therefore, 
it is not possible to apply the method of creating a classifica-
tion model by collecting and learning data for both normal and 
anomaly conditions which is usually applied for image clas-
sification problems. For this reason, generative deep learning 
algorithms are used usually.

In this article, an autoencoder (2), one of the deep genera-
tive networks, is explained shortly, and an anomaly detection 
method using autoencoders is introduced.

2.  Algorithms for generative systems
Various deep learning algorithms for generative systems 

have been proposed.
Generative Adversarial Network (GAN) (3) is one of the 

generative algorithms. Images generated by GAN or variants 
of GAN are indistinguishable from real objects. In addition 
to generating images, there are other types of GANs, such as 
StackGAN (4), which generates images from sentences with lit-
tle information and learned content.

Autoencoder is a method that was proposed before GAN, 
and it extracts and learns features to reproduce the target. Also, 
it can be used as a generative algorithm by using the part to be 
reproduced for generation. The next section explains details.

3.  Autoencoder
An autoencoder is a form of neural network that consists of 

an encoder part that encodes the input and extracts features, 
and a decoder part that decodes the features and generates the 
output. A structure of an autoencoder is shown in Figure 1.

In learning an autoencoder, it is done so that the input and 
output are the same. This means that the features extracted 
from the input will be sufficient elements to reproduce the input 
as the output. Therefore, the autoencoder also has the aspect of 
a dimension reduction to represent the input with fewer dimen-
sions.

Various forms have been proposed for the encoder and de-
coder parts. Stacked autoencoders, which consist of multiple 
layers like conventional neural networks, and convolutional 
autoencoders, which use convolutional layers, have been pro-
posed. Other types such as a variational autoencoder (VAE) (5) 
and a conditional variational autoencoder (CVAE) (6) have also 
been proposed.

4.  Data generation with autoencoder
Section 3 explained how the autoencoder compresses the in-

put and encodes the features.
The decoder part can also generate the input data based on 

the features. Then, it is possible to consider giving arbitrary 
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Figure 1: Structure of autoencoder
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features to the already trained autoencoder instead of the fea-
tures encoded from the input. Since the decoder has already 
been trained, it can generate an image similar to the input im-
age from the given features, as long as it does not deviate sig-
nificantly from the range of features of input as training data.

In the following example, MNST dataset is used for a train-
ing of the autoencoder. The dataset is a dataset of handwritten 
digit images, where each image is represented by 28 × 28 pixels 
in 256 degree of gray-scale. Figure 4 shows a part of MNIST 

dataset.
A simple stacked autoencoder shown in Figure 5 is used to 

learn the ‘0’ and ‘1’ images of MNIST dataset. Figure 5 shows 
the structure of the autoencoder used in this example.

As a result of the training, the image of ‘0’ or ‘1’ can be rep-
resented by two-dimensional features, because the hidden layer 
in Figure 5 consists from 2 nodes. Figure 6 shows the distribu-
tion of features when the image used for training is encoded 
by the encoder. Each image is converted into two-dimensional 
features. In the figure, it can be seen that the feature distribu-
tion is divided into two clusters. One is the cluster transformed 

Figure 3: Structure of a convolutional autoencoder
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Figure 4: Part of MNIST dataset
Source: Wikipedia, 2021.(7)
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Figure 5: Structure of autoencoder in the example

Figure 2: Structure of a stacked autoencoder
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from the ‘0’ image, and the other is the cluster transformed 
from the ‘1’ image.

By determining feature values arbitrary, it is possible to 
generate images using the decoder part of the autoencode that 
has been trained. The image generated from the three points 
P1(30,5), P2(10,15) and P3(40,25) in Figure 6 is shown in Figure 
7. Figure 7 (a)-(c) shows a generated image from feature values 
of P1, P2 and P3, respectively. The closer the features are to the 
‘0’ and ‘1’ clusters, the more similar the respective images are 
generated. It can also be seen that for features that do not be-
long to either of the clusters, an image similar to neither of the 
images is generated.

Thus, it can be seen that it is possible to generate an image 
from any value in the feature space. It can also be seen that it is 
possible to arbitrarily generate images that are similar or dis-
similar to the learned image, depending on the feature values 
used.

5.  Anomaly detection with autoencoder
By using the feature of image generation, it is possible to de-

tect anomalies by learning only normal images.
In anomaly detection, the problem in training is that there is 

not enough data of anomaly states. Therefore, we learn only the 
normal state and detect that the anomaly state is different from 
the normal state.

Figure 8 shows the generated images when images of ‘0’ to 

‘9’ are input to the network trained in section 4. In Figure 8, 
pairs of images in rectangles represent an input and a gener-
ated image. The left image is an input image and the right one 
is a generated image. When an image of ‘0’ or ‘1’ is input, an 
image similar to the input is generated. However, since images 
other than ‘0’ or ‘1’ have not been learned, an image similar to 
the input is not generated, and an image similar to ‘0’ or ‘1’ is 
generated. Here, if ‘0’ and ‘1’ are considered as normal states 
and the rest as anomaly states, we can regard that the difference 
between the input and output becomes larger when the anoma-
ly state is input to the autoencoder trained only normal states. 
Therefore, by calculating the difference between input and 
generated images, and judging the difference to be anomaly if 
it exceeds a certain level, it becomes possible to detect anoma-
lies.

In this example of autoencoder, the output was generated 
from features by encoding the anomaly image. However, in-
stead of encoding the input, searching in the feature space to 
generate an image similar to the input may be used in some 
other method. In such cases, the time required for the search 
may become a problem.

6.  Conclusion
In this article, an anomaly detection method using deep 

generative network was introduced. In particular, the simplest 
structure of autoencoder and MNIST dataset was used as a 
case study to explain the essentials of the autoencoder-based 
anomaly detection method. This method can be used not only 
for detecting anomalies in images, but also for detecting anom-
alous values and outliers in general data. It may be able to be 
used to generate and use data other than the observed data by 
complementing the features of the existing data.

This autoencoder is very rudimentary. Practically, it is nec-
essary to consider using a more sophisticated VAE, CVAE or 

Figure 6: A feature distribution of digits of ‘0’ and ‘1’
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Figure 8: Input images and generated images from input

Figure 7: Generated images from feature value P1, P2 and P3
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GAN and their variants.
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